
Article citation info:  
Bourouhou A, Jilbab A, Cherti M, Bourouhou Z, Nacir C. Discrimination between patients with CVDs and healthy people by voiceprint 

using the MFCC and pitch. Diagnostyka. 2021;22(4):9-16. https://doi.org/10.29354/diag/142560  

9 

 

  

DIAGNOSTYKA, 2021, Vol. 22, No. 4 

ISSN 1641-6414 
e-ISSN 2449-5220 

DOI: 10.29354/diag/142560  

 

 

 

DISCRIMINATION BETWEEN PATIENTS WITH CVDS AND HEALTHY PEOPLE 

BY VOICEPRINT USING THE MFCC AND PITCH 
 

Abdelhamid BOUROUHOU 1, Abdelilah JILBAB 1, Mohammed CHERTI 2, Zaineb BOUROUHOU 2, 

Chafik NACIR 1 

 
1 University Mohammed V, Ecole Normale Superieure de l'Enseignement Technique, Rabat, Morocco 

E-mail : abdelhamid.bourouhou@um5s.net.ma 
2 University Mohammed V, Faculté de médecine et de pharmacie & CHU, Rabat, Morocco 

E-mail : chertiy@gmail.com 
 

Abstract 

Heart diseases cause many deaths around the world every year, and his death rate makes the leader of the 

killer diseases. But early diagnosis can be helpful to decrease those several deaths and save lives. To ensure 

good diagnose, people must pass a series of clinical examinations and analyses, which make the diagnostic 

operation expensive and not accessible for everyone. 

Speech analysis comes as a strong tool which can resolve the task and give back a new way to 

discriminate between healthy people and person with cardiovascular diseases. Our latest paper treated this 

task but using a dysphonia measurement to differentiate between people with cardiovascular disease and the 

healthy one, and we were able to reach 81.5% in prediction accuracy. 

This time we choose to change the method to increase the accuracy by extracting the voiceprint using 13 

Mel-Frequency Cepstral Coefficients and the pitch, extracted from the people's voices provided from a 

database which contain 75 subjects (35 has cardiovascular diseases, 40 are healthy), three records of sustained 

vowels (aaaaa…, ooooo… .. and iiiiiiii….) has been collected from each one. We used the k-near-neighbor 

classifier to train a model and to classify the test entities. We were able to outperform the previous results, 

reaching 95.55% of prediction accuracy. 
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1. INTORDUCTION 

 

Heart diseases or cardiovascular diseases 

(CVDs) are some disorders which affect the heart 

and blood vessels, we can list the coronary heart 

disease, peripheral arterial disease, congenital heart 

disease, deep vein thrombosis and pulmonary 

embolism [1].  

The CVDs can be murderess, and according to 

the World Heart Federation, it causes over 17 

million deaths annually exceeding other diseases 

such as cancers, respiratory diseases, and diabetes, 

this portion of the deaths count 31% of global 

deaths. CVDs cost the world about 863 billion 

dollars and it's predicted that the CVDs reach 23 

million deaths by 2030 which means more cost. So, 

we have to take action on CVDs or premature 

deaths will continue to rise, especially that 80% of 

those premature deaths can be avoided or delayed 

by early detection of CVDs.  

In the aim to make CVDs detection and 

diagnosis more accurate, fast and accessible for 

everyone, several researches had launched to 

develop an automatic diagnosis by using different 

signal processing methods, and different source of 

information such as electrocardiogram “ECG” [3, 

4], echography and phonocardiogram “PCG” [5, 6]. 

 

 
Fig. 1. Global causes of all deaths worldwide [2] 

 

In our previous work [7], we tried to 

differentiate people with CVDs and healthy people 

by their voices using a dysphonia measurement. 

After pre-processing phase which consist on 

segmentation and filtering, we have extracted 26 

sound features from all records and we construct 

models by training each chosen classifier. The 

validation phase has given impressive results. We 

have concluded that the CVDs influence the voice 

of the patients, and accuracy to discriminate people 

it was about 81.5%. 

https://doi.org/10.29354/diag/142560
mailto:abdelhamid.bourouhou@um5s.net.ma
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The present paper comes to increase the 

accuracy using people voices, more precisely we 

have proposed a new way to classify healthy people 

and people with CVDs, using their voices, this time 

we will not use a dysphonia measurement but we 

will try to extract 13 Mel-Frequency Cepstral 

Coefficients “MFCC”, and the pitch of each voice 

record to construct a voiceprint from healthy people 

and from people with CVDs. We will train our 

classifier on a train dataset to get a classification 

model which will be the referee for our test dataset. 

 

2. USED DATABASE 

 

The used database in this work was collected 

and used previously in BOUROUHOU et al. [7], 

it’s about 35 CVDs patients (17 women and 18 

men), and 40 healthy people (19 women and 21 

men). The ranged age of patients is between 30 and 

81 (average 56, standard deviation 10.79), and the 

age healthy people ranges between 40 and 75 

(average 55, standard deviation 6.64). The 

following table present the database: 

 
Table 1. Database description 

 

Each people is required to pronounce a different 

sustained vowels in 3 separated records 

(/aaaaa…../, /oooo…./, /iiii…./), the duration of 

each recording is 5 seconds, and all records were 

done by a simple microphone from a smartphone, 

which we have settled his frequency at 44100Hz, 

and with noise attenuation at 20dB. We placed the 

microphone at 10 cm far from the pronouncer. All 

records are saved in WAV format, and in stereo-

channel mode. 

3. METHODOLOGY 

 

In this part, we start by describing a machine 

learning approach to discriminate two kinds of 

people (CVDs people and healthy people), based on 

features extracted from voices previously recorded. 

Our extracted features will be the pitch of each 

segment of each record, and the Mel-Frequency 

Cepstral coefficients. These features serve as 

training sets for our classifier to build a model for 

each class, which means get the voiceprint of the 

CVDs people and voiceprint of the healthy people, 

and the test record will be compared against the 

voiceprints and the closest match is returned. The 

following diagram describe the approach used for 

CVDs people and healthy people classification: 

 

 
Fig. 2. Block Diagram of the used method 

 

3.1. Features extraction 

 

3.1.1. Pitch 

In music information retrieval (MIR), speech 

coding or speech processing, the pitch detection 

represent one of a fundamental building block, also 

the pitch is used as an essential feature in machine 

learning system, to ensure the speech and speaker 

recognition [8][9][10]. The pitch is used as well in 

call centers in the aim to specify the gender of 

customers and his emotional state, another use of 

the speech pitch is to indicate and analyze 

pathologies and diagnose physical defects. In MIR, 

the pitch is used to categorize music, for query-by-

humming systems, and as a primary feature in song 

identification systems. So, what is speech pitch? 

The pitch is the fundamental period of the 

speech signal. It the perceptual correlate of the 

Database 

Total 

of 

people 

75 

People 

with 

CVDs 

35 

Age 

average 
56 

age 

standard 

deviation 

11 

Healthy 

people 
40 

Age 

average 
55 

age 

standard 

deviation 

6.6 

Total 

age 

average 

55.5 

Total 

age 

standard 

deviation 

8.98 

Gender 

of 

people 

Women 36 

Women with 

CVDs 
17 

Healthy 

women 
19 

Men 39 

Men with 

CVDs 
18 

Healthy men 21 

Total 

records 
225 
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fundamental frequency. It represents the vibration 

frequency of the vocal cords during the sound 

productions (like vowels, for example). It 

represents the relative highness or lowness of a tone 

as perceived by the ear, which depends on the 

number of vibrations per second produced by the 

vocal cords. Pitch is the main acoustic correlate of 

tone and intonation. 

We can define the speech pitch as the number of 

samples after which the waveform repeats itself is 

the pitch period in terms of the number of samples. 

If we know the sampling frequency, we can find the 

pitch period in seconds. Otherwise, in our 

algorithm, we calculate pitch by the default 

normalized autocorrelation approach, which 

requires a speech segment with at least two periods 

to find the pitch period. The Equation for 

Autocorrelation:  

𝑅𝑥𝑥  𝑥 =  
 𝑎 𝑖 𝑎 𝑖 + 𝑘  

2𝑁 + 1

2𝑁+1

𝑖=1

 1  

Where: 

N = window size   

a = signal samples of the voiced segment  

k = zero lag location 

The main peak in the autocorrelation function is 

at the zero-lag location (k = 0). The location of the 

next peak gives an estimate of the period, and the 

height gives an indication of the periodicity of the 

signal. 

 

3.1.2. MFCC 

One of the most popular extracted features to 

resolve speech recognition tasks is the Mel 

Frequency Cepstral Coefficients “MFCC”. 

Extracted from the speech signal, those coefficients 

give a good representation of the sound, it can be 

considered as a voiceprint of the speaker. The fig.3 

shows the diagram which describe how to calculate 

the MFCC. 

 

▪ Fragmenting phase 

Pronounce a sustained vowel, can produce a 

voice signal which can be approximated as a stable 

signal only in a short duration 10 - 30 milliseconds 

[11], but still not stable for a long duration. From 

where we have to fragment each voice signal to a 

short fragment of 30ms. Another thing to mention 

is all fragments will be overlapped by 75%. 

 

▪ Windowing 

Windowing is used once we are interested in a 

signal of intentionally limited length. Indeed, a real 

signal can only have a limited duration in time. 

Moreover, a computation can be done only on a 

finite number of samples [12]. Our voice record 

represents a real signal, which means we have to 

window each frame, this phase is done by applying 

the Hamming window, using the following 

equation: 

𝑠𝑛
′ =  0.54 − 0.46 ∗ cos

2𝜋(𝑛−1)

(𝑁−1)
 𝑠𝑛   ;  𝑠𝑛 , 𝑛 = 1 … . 𝑁   

(2) 

The chosen windowing consists to get a portion of 

the signal which begins and ends at 0, to ensure a 

signal discontinuities reduction and gets the end 

smooth to be connected with the next beginning. 

 

 
Fig. 3. Block diagram used to extract the MFCC 

 

▪ Fast Fourier Transform “FFT” 

The voice signal is a temporal signal, so to 

switch to the frequency domain we apply the FFT 

for each frame of N samples. The FFT allows us a 

fast implementation of Discrete Fourier Transform 

(DFT) [11], the DFT of a signal Sn of N samples is 

given by the following equation: 

𝑆𝑛 =  𝑠𝑘
𝑁−1
𝑘=0 ∗ 𝑒

−2𝜋𝑗𝑘𝑛

𝑁      ; 𝑛 = 0,1 … . , 𝑁 − 1    (3) 

Mel-Filter Bank 

The Mel scale is a perceptual scale of pitches 

where we assign a perceptual pitch of 1000 Mel to 

1000 Hz, in other words, the Mel scale is a linear 

function less than 1000Hz. Above 1000 Hz, the 

Mel-scale shows logarithmic progress (fig4) [13]. 

The Mel-filters bank are in triangular form and 

logarithmically spaced them thereafter (fig5). To 

convert hertz into Mel we used the most popular 

formula [14]: 
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𝑀𝑒𝑙 𝑓 = 2595 log10  1 +
𝑓

700
            (4) 

 

 
Fig. 4. The logarithmic progress for the Mel-scale 

 

 
Fig. 5. Visualization of a typical Mel filter bank 

 

▪ Logarithm & DCT 

In the final step, we have to take the logs of 

amplitude at each Mel frequencies. Then, we have 

to apply the discrete cosine transform (DCT) for all 

the Mel log.  We used the DCT defined in [15][16], 

for N filter bank channels as follow: 

𝑐𝑖 =  
2

𝑁
 𝑚𝑗  . cos  

𝑖𝜋

𝑁
 𝑗 − 0.5  𝑁

𝑗=1                 (5) 

 
3.2. Normalization 

We have to mention that the extracted features 

(Pitch and MFCC) are not on the same scale, so we 

should normalize them. Consequently, we subtract 

the mean and we divide by the standard deviation 

of each feature extracted. 

 

𝐹𝑒𝑎𝑡𝑢𝑟𝑒′𝑛 =    
𝐹𝑒𝑎𝑡𝑢𝑟𝑒 𝑛 −𝑚𝑒𝑎𝑛  (𝐹𝑒𝑎𝑡𝑢𝑟𝑒 𝑛 )

𝑠𝑡𝑑  (𝐹𝑒𝑎𝑡𝑢𝑟𝑒 𝑛 )
            (6) 

3.3. Training & testing classifier  

 

In this phase, we train the K Near Neighbor 

(KNN), in the aim to build a model of 

classification. The KNN classifier is one of the 

simplest classifiers, the main idea resides in the K 

which represents the number of neighbors to take 

into consideration. Then the algorithm of 

classification calculates the distance between the K 

neighbors and the new entity to classify. The new 

entity must be the same class as of the majority 

class of K neighbors. 

In our case, after many tries, the choice of the 

principal properties (K=number of neighbors and 

the type of the distance) of our classifier, was K=5 

and a Euclidian distance to calculate, these 

proprieties were for maximum classification 

accuracy. 

 

 

4. RESULTS & DISCUSSION 

 
We dispose of a database which contains 225 

records of the healthy and CVDs people, to train 

our classifier and test it, we choose to split 

randomly our database into two sets (training set 

and the test set), we take 80% of the total database 

to ensure the training phase, and 20% still to make 

the final blind test. 

The process is previously described in the 

methodology section, it consists to extract features 

from a training set, train the KNN classifier, built a 

model, and use this model to classify the entities 

from the test set. Then, we calculate some 

parameters (Accuracy, Specificity, and Sensitivity) 

to judge our classification algorithm, we have to 

calculate two other parameters which show the 

quality of binary classification (MCC and PE) [12]. 

The equations of all parameters are as follow: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
  (7) 

 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
   (8) 

 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  
𝑇𝑁

𝑇𝑁+𝐹𝑃
   (9) 

 

𝑀𝐶𝐶 =
𝑇𝑃 .𝑇𝑁−𝐹𝑁 .𝐹𝑃

  𝐹𝑃+𝑇𝑁  𝐹𝑁+𝑇𝑃  𝐹𝑃+𝑇𝑃  𝐹𝑁+𝑇𝑁 
  (10) 

 

𝑃𝐸 =  
𝑇𝑃 .𝑇𝑁−𝐹𝑁 .𝐹𝑃

 𝐹𝑁+𝑇𝑃  𝐹𝑃+𝑇𝑁 
   (11) 

 

4.1. Entries  

In the training phase, the entries of our 

algorithm are randomly chosen, from the whole 

database. So, we took 84 CVDs people audio 

records and 96 healthy people records. The records 

englobe the three sustained vowels (/aaaaa…../, 

/oooo…./, /iiii…./) which people have been invited 

to pronounce. 

The first sight of the audio record signal, we 

have the impression that the CVDs left a signature 

in the voice people because two people at the same 

age (49 years) pronounced the same vowel 

(/aaaaa…../) for the same duration, doesn’t generate 

signals with same pace. The next figure presents a 

signal from a subject without CVDs (a) and CVDs 

patient (b), pronouncing /aaaaa…../ for 5 seconds 

(fig. 6). 

We remark the difference between the signals, 

but we should indicate that the people without 

CVDs when pronouncing a sustained vowel 

/aaaaa…../), show nearly a signal at the same pace. 

Another thing to mention, the pace presented by the 

CVDs people signal, can be generated by a lot of 

causes, so to build a classification algorithm just 

reporting to the pace of signals can be misleading 

for classification, so we have to extract the 

voiceprint for the CVDs people and a voiceprint for 

the people without CVDs. 
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Fig. 6. (a) People without CVDs & (b) patient with 

CVDs pronounce the sustained vowel /aaa.../ 

 

4.2. FEATURES EXTRACTION 

 

To extract the voiceprint in our case, we try to 

get 14 features (Pitch and 13 Mel Frequency 

Cepstral Coefficients) from each audio record, 

these features will help us to determine a voiceprint 

of our two classes (healthy people and patient with 

CVDs). We have 145 audio records to train our 

classifier, each record will be divided into portions 

of 30 milliseconds with an overlap of 75%. 

The purpose of overlapping is primarily to 

reduce the effect of windowing. Most windowing 

functions (Blackman, Hamming, etc) are taper-

shaped, which means that they drop to 0 (or close to 

0) near the frame edges. This, of course, affects 

FFT results and we may lose some important 

information. So, to reduce this negative effect of the 

windowing, we use overlapping. The basic idea 

here is that we can average FFT results from 

overlapping frames and thus obtain a better 

frequency representation of our time-domain signal. 

The actual frequency resolution is still the same as 

without overlapping. As example, if our FFT length 

is 2048 samples, then an overlap of 1024 (50%) 

means that you have twice as many analysis (FFT) 

frames (as compared to the number of frames 

without any overlapping). 512 samples overlap 

(75%) means 4 times as many frames and so on. 

And the 75% give us the best frequency 

representation of our speech signal. 

 Then, we will extract the 14 features for every 

portion. Finally, we get a matrix with some hundred 

thousand features (14*353978) with which we will 

train our KNN classifier. The features before the 

normalization phase are not on the same scale when 

we talk about the pitch and the MFCC, thus it’s 

important to normalize all features and we do that 

by applying the equation of normalization presented 

in the methodology section. 

To discriminate between speech of people 

without CVDs (Healthy) and patients with CVDs, 

we proceed to calculate the average of each 

extracted features (from the 14 features) per each 

class of people, to get approximatively the 

voiceprints of our classes. The following figure 

shows the approximate voiceprints: 

 

 
Fig. 7. Voiceprints of the patient with CVDs and of the 

healthy people 

 

As shown, we can figure that the voiceprints of 

our two classes are different, which means we have 

a good opportunity to build a model able to 

discriminate between healthy people and patients 

with CVDs. 

 

4.3. TRAINING & CLASSIFICATION TEST 

We arrive to train our KNN classifier, so we 

have chosen 5 near neighbors and the Euclidean 

distance to search the neighbors, then we used the 

previously extracted features (Pitch and 13 Mel 

Frequency Cepstral Coefficients), as training matrix 

(features * number of observations = 14*353978) to 

train our classifier, and predefined function in 

Matlab (fitcknn) build the model. 

The validation is ensured by the k-folds cross-

validation, this type of validation divide the training 

set into k subsets, then it keeps one subset for the 

validation phase and trains the classifier by the k-1 

subsets, and we repeat the routine k times until each 

subset may be used one time as a validation set. 

Each time we calculate the validation accuracy until 
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the k-folds cross-validation process finishes. Then 

the total validation accuracy must be the average of 

all validation accuracies calculated. The confusion 

matrix bellow shows the validation result: 

 

 
Fig. 8. The validation Confusion Matrix 

 

As shown in the figure the validation accuracy 

is about 99.84%, this result was for the k-folds 

cross-validation process which uses the training set 

for validation. Let’s see what would happen if we 

apply our algorithm on the test set (blind test). 

The final test was done on 45 audio records (21 

CVDs patients and 24 healthy people), the main 

idea consists in to classify all fragments from every 

record, and the class which represents the majority 

will be the class of the record. The following 

confusion matrix shows the reached results: 

 

 
Fig. 9. The Confusion Matrix resulting from the blind test 

 

To judge our results, we proceed to compute the 

parameters presented in the following table: 

 
Table 2. Performance parameters result 

Parameters Results 

Accuracy 95.5% 

Sensitivity 100% 

Specificity 91.67% 

MCC 91.48% 

PE 91.67% 

From the computed parameters, our classifier 

reaches 95.5% of accuracy at a blind test, it also 

presents a good binary classification allowed to the 

results of MCC and PE. So, we can conclude that 

our algorithm of classification using the voiceprint 

is much better than the dysphonia measurement. 

We can also represent the ROC curve as shown in 

the figure below: 

 

 
Fig. 10. The ROC curve resulting from the blind test 

 

5. CONCLUSION 

 

The cardiovascular diseases take many lives 

around the world, and his kill rate increases every 

year, but it’s also possible to avoid 80% of the 

death by early diagnosis, so we have to make the 

diagnosis accessible to everyone, simple, fast, 

precise and inexpensive. 

After our work in the classification of healthy 

people and patients with CVDs, using the features 

extracted by a dysphonia measurement, from audio 

records of different people pronounce sustained 

vowels /a/, /o/, and /i/. we have reached 81.5% of 

accuracy. We have chosen to ameliorate the process 

of discrimination and make it more precise.  

In this order, we have tried this time to extract 

the voiceprint for each class of people, using the 

pitch and 13 MFC coefficients, extracted from 

audio records, then we train our KNN classifier, 

which gives us a good result at the final test by 

increasing the previous accuracy to 95.5%, so we 

conclude that the voiceprint is useful and much 

better to distinguish between our classes. But we 

affirm that the biggest challenge for our 

methodology will be the time of execution and the 

big size of data extracted from each audio record. 
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